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Abstract:  
Mathematical optimization plays a fundamental role in machine learning because many problems in this field 
can be formulated as optimization problems.  In this talk, we will explore the mathematical foundations of 
optimization in machine learning and discuss its applications in various subfields of the discipline. Starting 
from the basic concepts of convex optimization, we will discuss how optimization techniques are used to 
train models in supervised and unsupervised learning, as well as deep learning. The optimization of deep 
neural networks is challenging because of the high dimensionality of the parameter space and the non-
convexity of the optimization problem. We will also delve into more advanced optimization methods, such 
as stochastic gradient descent and its variants, and examine their effectiveness in handling large-scale and 
non-convex optimization problems. Through this talk, attendees will gain a deeper understanding of how 
optimization drives the progress of machine learning and its potential for future research. 
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