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Abstract
High-performance computing (HPC) platforms leverage the centralized job schedulers to prioritize and schedule the waiting batch jobs. As HPC has multiplied in scale and complexity in the last decay, traditional heuristic methods face challenges in handling the highly dynamic scheduling environment. As a result, the need for more efficient job scheduling has also increased significantly. In this talk, I will describe our responses to such a challenge. Specifically, we propose leveraging the latest machine learning techniques, particularly deep reinforcement learning (DRL) techniques, to design new and optimize existing HPC job scheduling. We mainly explore two directions: 1) the feasibility and challenges of building an automated HPC job scheduler entirely using reinforcement learning; 2) the feasibility of using reinforcement learning to optimize existing HPC job schedulers. Our results show in both cases, RL can successfully learn the complex patterns of the scheduling problem and deliver better performance than state-of-the-art HPC schedulers.
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